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Abstract

The enthalpy method is primarily developed for studying phase change in a multicomponent material, characterized

by a continuous liquid volume fraction (/l) vs temperature (T) relationship. Using the Galerkin finite element method

we obtain solutions to the enthalpy formulation for phase change in 1D slabs of pure material, by assuming a superficial

phase change region (linear /l vs T) around the discontinuity at the melting point. Errors between the computed and

analytical solutions are evaluated for the fluxes at, and positions of, the freezing front, for different widths of the su-

perficial phase change region and spatial discretizations with linear and quadratic basis functions. For Stefan number

(St) varying between 0.1 and 10 the method is relatively insensitive to spatial discretization and widths of the superficial

phase change region. Greater sensitivity is observed at St ¼ 0:01, where the variation in the enthalpy is large. In general

the width of the superficial phase change region should span at least 2–3 Gauss quadrature points for the enthalpy to be

computed accurately. The method is applied to study conventional melting of slabs of frozen brine and ice. Regardless

of the forms for the /l vs T relationships, the thawing times were found to scale as the square of the slab thickness. The

ability of the method to efficiently capture multiple thawing fronts which may originate at any spatial location within

the sample, is illustrated with the microwave thawing of slabs and 2D cylinders.

� 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The liquid–solid phase change phenomena is impor-

tant in many areas of science and engineering, particu-

larly in the metal and food processing industries. For

pure materials, phase change occurs at a fixed temper-

ature resulting in an interface which separates distinct

solid and liquid phases, e.g. freezing of water or rapid

solidification of metals. In contrast, for multicomponent

substances, phase change occurs over a temperature

range and the solid and liquid phases are separated by a

‘mushy’ region which is characterized by solids sus-

pended in a liquid region, e.g. solidification of a wax or

polymers, thawing of foods etc.

Various numerical methods have been developed to

solve phase change problems for pure as well as multi-

component substances. A few earlier studies based on

finite element formulations were carried out using the

temperature method [1,2]. In the temperature method,

strictly applicable for pure substances, the energy bal-

ance equation is solved separately for both solid and

liquid phases and the moving phase change front is
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tracked with the appropriate interface conditions. So-

lutions based on the temperature method, which involve

remeshing of the computational domain, become cum-

bersome for multidimensional problems or in situations

where multiple fronts appear e.g. phase change under

the influence of microwaves [3]. In contrast, the enthalpy

or effective heat capacity method, developed for multi-

component substances, requires a single energy balance

equation for the entire domain consisting of co-existing

solid, liquid and mushy states. The latent heat is incor-

porated in the enthalpy for the enthalpy method whereas

an effective heat capacity includes the latent heat in the

effective heat capacity method. Intermediate states and

the phase change region are determined from the equi-

librium liquid volume fraction (/l) vs temperature (T)

relationship, thereby avoiding the necessity for a front

tracking algorithm. Hence, the method is ideal for

studying phase change in multicomponent materials and

in situations involving volumetric heat sources where

multiple fronts exist.

Due to the simplicity of the effective heat capacity

and enthalpy methods, a significant amount of literature

[4] has been devoted to extending these methods for pure

materials, with the aim of developing a unified formu-

lation for both multicomponent and pure materials. The

problem of using these formulations with pure materials

is that both the enthalpy and effective heat capacity

change rapidly at the melting point due to latent heat

evolution. The success of the method then depends on

how accurately this information is captured. The Stefan

(St) number, which is the ratio of sensible heat to latent

heat is a useful indication of the magnitude of the latent

heat contribution in a phase change problem. At low

(St) numbers, the front movement is slow resulting in

steps in the computed temperature [4,5]. Oscillations in

the front position and/or temperature occur due to a

poor heat balance when the phase change front lies be-

tween nodes in a finite difference solution [5,6] or be-

tween Gauss quadrature points in a finite element

solution [7,8].

A considerable amount of work [9–14] is explicitly

devoted to finite element based solutions which seek to

improve the performance of the effective heat capacity

method. While using the effective heat capacity method

Nomenclature

Bi Biot number

c velocity of light, m s�1

C specific heat capacity, J kg�1 K�1

Ds length scale of a sample, m

Ex electric field intensity, Vm�1

f frequency, Hz

h heat transfer coefficient, Wm�2 K�1

H specific enthalpy, Jm�3

I0 flux of incident radiation, Wm�2

k thermal conductivity, Wm�1 K�1

k propagation constant

k0 reference thermal conductivity, Wm�1 K�1

keff effective thermal conductivity, Wm�1 K�1

L half thickness of slab, m

q microwave source term, Wm�3

Q dimensionless microwave source term

R radius of cylinder, m

St Stefan number

t time, s

T temperature, K

TI initial melting point, K

TM melting point, K

TF final melting point, K

T1 ambient temperature, K

T0 initial temperature, K

TR reference temperature, K

ux dimensionless electric field

vx dimensionless real field component

wx dimensionless imaginary field component

z dimensionless distance

Z distance, m

Greek symbols

a0 reference thermal diffusivity, m2 s�1

c dimensionless propagation constant

C front position, m

�0 free space permittivity, Fm�1

h dimensionless temperature

j0 relative dielectric constant

j00 relative dielectric loss

k latent heat, J kg�1

q density, kgm�3

s dimensionless time

U basis functions

/l liquid volume fraction

x angular frequency, Rad s�1

Subscripts

s frozen phase

l liquid phase

L incidence from left

R incidence from right

Superscripts

n newton iterate index

s time index
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to study phase change in pure materials, the variations

primarily revolve around either improving the accuracy

of the computed effective heat capacity [9–11] or im-

proving the Jacobian matrix which preserves numerical

convergence [12]. A number of proposed effective heat

capacity formulations in the literature were compared

by Dalhuijsen and Segal [13]. It was found that an ex-

plicit-backward time integration with mass lumping of

the capacitance matrix yielded the best performance.

Numerical studies were carried out for corner freezing of

a pure material with St ¼ 0:4. Ouyang and Tamma [14]

extended this approach [13] to study simultaneous

multiple phase change fronts in one-dimensional (1D)

pure materials where multiple phase change fronts were

obtained by varying boundary conditions. Celentano

et al. [12] carried out numerical tests with St ¼ 0:62.
In the enthalpy formulation the energy balance

equation involves both the enthalpy and temperature, in

contrast to the effective heat capacity method which

involves only the temperature. When applying the

enthalpy method to a pure material, the predicted tem-

peratures at a given point in the domain show a step like

behavior [5,6,15,16] and a number of schemes [17–22]

have been proposed to remove these oscillations. Voller

and Cross [6] estimated the time step iteratively such

that the phase change front coincides with any one of

the nodes at every time step. Shamsundar [17] simply

refined the mesh, thereby minimizing the amount of time

the phase change front spends between nodes (which is

proportional to the step size observed in the predicted

temperatures). Date [18] used a strong enthalpy for-

mulation where an additional constraint of constant

temperature was imposed at the phase change front.

Caldwell and Chan [20] extended this analysis [18] for

cylinders and spherical geometries with St > 0:1. Chun
and Park [19] recently studied the 1D Stefan problem

with a fixed grid finite difference based enthalpy for-

mulation where adaptive time steps were used to restrict

the phase change front to within one grid spacing.

Comini et al. [21] and McAdie et al. [22] developed finite

element based enthalpy formulations where the three

level predictor–corrector [21] and regula falsi techniques

[22] were implemented to account for the sudden jumps

or sharp changes in the enthalpy–temperature relation-

ships. Although these methods do get rid of oscillations,

with the exception of the work by Shamsundar [17], they

require either temperature constraints or suitable time-

integration schemes to keep track of the phase change

interface. As a consequence they undermine the inherent

advantage of the enthalpy formulation, and are cum-

bersome to implement in higher dimensions with mul-

tiple fronts, or in multicomponent materials that have

more than one discontinuity in the /l vs T relationship.

A general and direct method applicable to materials with

more complex /l vs T characteristics including discon-

tinuities is yet to appear in the literature.

The motivation for investigating this problem stems

from our interest in studying phase change phenomenon

in the presence of microwaves [3], where the effective

heat capacity method was successfully used to model

phase change in tylose, a food like material character-

ized by a continuous /l vs T relationship. Although both

the effective heat capacity and enthalpy formulations

work well for materials with smooth /l vs T relation-

ships, we feel that a successful formulation based on the

enthalpy method is more attractive than the effective

heat capacity method when applied to materials with

discontinuous /l vs T relationships, e.g. ice or brine

solution.

In this manuscript we seek to overcome drawbacks

in existing enthalpy formulations and arrive at a

method that facilitates extension to higher dimensions

in a natural manner. In particular the scheme should

be robust enough to handle situations with multiple

fronts, which arise in applications such as microwave

thawing. To this end we analyze the performance of the

enthalpy formulation by replacing step like disconti-

nuities that occur in the /l vs T relationship for pure ice

and brine, with a superficial mushy region. We exploit

advantages that are inherent in the finite element for-

mulation for improving the accuracy of the energy

balance across the interface. This not only involves the

use of higher order basis functions, but we also show

that higher order Gaussian quadrature schemes at a

fixed level of discretization significantly improves ac-

curacy.

We have tested our solution method for solidification

of a semi-infinite slab, with Stefan numbers varying

between 0.01 and 10. Our numerical solutions are

compared with analytical solutions and with other nu-

merical schemes which are prone to oscillations in tem-

peratures and front positions [4]. The case with

St ¼ 0:01, where the front movement is the slowest, with

Dirichlet boundary conditions provides the most severe

test to the numerical scheme. To our knowledge nu-

merical tests with St ¼ 0:01 have not been reported in

the finite element literature. A series of numerical tests

with the 1D melting problem is carried out to determine

the optimal width of the superficial mushy zone. Sensi-

tivity of the finite element solution is tested by varying

the number of elements, type of basis functions and in-

fluence of higher order Gauss quadrature schemes. To

illustrate the generality of the method we have studied

the thawing of finite slabs of ice and 10% brine. The /l

vs T relationship for brine has both the features of a

pure and multicomponent material. The ability of the

method to capture multiple fronts is illustrated by some

representative microwave thawing computations that

have been carried out for 1D slabs and 2D cylinders.

The microwave thawing computations involve solving

the enthalpy equation along with the electric field

equations.
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2. Theory

2.1. Phase change in 1D slabs

2.1.1. Enthalpy formulation

In the enthalpy formulation the entire domain is

governed by a single energy balance equation which

accounts for the change of enthalpy within the system.

For a general phase change problem, the material may

consist of solid, liquid and mushy regions, as shown in

Fig. 1. The enthalpy formulation is based on the as-

sumption of local thermal equilibrium between solid and

liquid phases and the governing equations are developed

by performing microscopic balances on the transport of

enthalpy in the solid and liquid fractions within the

mushy region [23,24]. Assuming constant density for

both solid and liquid phases and absence of any heat

source or sink within the system, the energy balance

equation based on the enthalpy formulation for a 1D

slab is

oH
ot

¼ o

oZ
keff

oT
oZ

� �
; ð1Þ

where keff ¼ /lkl þ ð1� /lÞks is the effective thermal

conductivity with kl and ks as liquid and solid phase

thermal conductivities respectively. The total enthalpy,

HðT Þ, of the system can be written as,

HðT Þ ¼ qð1� /lÞ
Z T

TR

Cs da þ q/l

Z TI

TR

Cs da

�
þ k

þ
Z T

TI

Cl da

�
; ð2Þ

where Cl and Cs are the liquid and solid phase specific

heat capacities respectively, k is the latent heat and q is

the mean density between the solid and liquid phases. In

Eq. (2), TR represents an arbitrary reference temperature

and TI is the temperature at which phase change initi-

ates. The liquid volume fraction, /l, which depends on

the equilibrium phase diagram for the specific material

involved, is a function of temperature at a given position

in the sample.

For pure materials, e.g. ice, the liquid volume frac-

tion, /l, is a step function of temperature with a dis-

continuity at the melting point TM, as shown in Fig. 2a.

To implement the enthalpy method for these situations,

we assume a superficial phase change range of DT
around TM, within which /l is assumed to vary linearly

from 0 to 1. This leads to the following functional form

for /l;

/l ¼

0 T 6 TI;
T � TI

ðTF � TIÞ
TI 6 T 6 TF;

1 T P TF

8>><
>>: ð3Þ

Fig. 1. Schematic of liquid, solid and mushy regions in a slab of

multicomponent material undergoing phase change. For a

given temperature, the liquid volume fraction, /l, is determined

from the equilibrium /l vs T relationship for the material.

Fig. 2. Liquid volume fraction ð/lÞ vs temperature (T) profile for (a) ice and (b) 10% brine indicating the superficial phase change

region at the point of discontinuity. The /l vs T data for 10% brine was obtained from the water–NaCl phase diagram [25].
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with TI ¼ TM � DT=2 and TF ¼ TM þ DT=2. With this

assumption, /lðT Þ reduces to a continuous function re-

moving numerical difficulties associated with a step

function.

In contrast, /lðT Þ for 10% brine, which is an aqueous

solution of NaCl with a phase change range of TI to TF,

contains features of both pure as well as multicompo-

nent substance as shown in Fig. 2b. The step jump in /l

from 0 to 0.432 at the initial melting point TI ¼ 252 K is

due to a sharp transformation from a solid phase of ice

and NaCl to a two phase equilibrium mixture of ice and

23.3% brine. Similar to ice, the discontinuity at TI ¼ 252

K is replaced with a superficial phase change region of

width DT and within that region, TI � DT to TI, the

liquid volume fraction is approximated by a linear

function. For TI 6 T 6 TF, where /l increases smoothly

from 0.432 to 1, the data calculated from the phase di-

agram for brine using the lever rule [25], shown in Table

1, is fitted by cubic spline using a Matlab routine SPAPI.

The functional form of /lðT Þ for 10% brine used in our

calculations is

where aðjÞ, bðjÞ, cðjÞ and dðjÞ are the co-efficients of the

cubic splines based on m number of data points (Table

1). In Eq. (4), T1 ¼ TI ¼ 252 K and TM ¼ TF ¼ 266:33 K.

2.1.2. Finite element analysis and solution strategy

In the present study we have analyzed the phase

change of a 1D slab of length 2L kept at an ambient

temperature T1 with a uniform initial temperature T0.
Using the dimensionless variables

z ¼ Z
2L

; h ¼ T � T1

T0
; H ¼ H

q0C0T0
and s ¼ a0t

4L2
;

the energy balance equation for the slab, Eq. (1),

transforms into

oH
os

¼ o

oz
�kkeff

oh
oz

� �
ð5Þ

with

�kkeff ¼
keff
k0

and a0 ¼
k0

q0C0

;

where a is the thermal diffusivity with suffix ‘0’ repre-

senting the reference properties. The initial condition

used in our analysis is

hðs ¼ 0Þ ¼ T0 � T1

T0

for 06 z6 1: ð6Þ

The Dirichlet boundary conditions, where both ends of

the slab are at constant temperatures, are

h ¼ T1 � T1

T0
at z ¼ 0; for t > 0

and

h ¼ T2 � T1

T0
at z ¼ 1; for t > 0 ð7Þ

with T1 and T2 as the temperatures at z ¼ 0 and 1, re-

spectively. The Neumann boundary conditions, where

heat loss occurs by convection from both sides, are

oh
oz

� Bih ¼ 0 at z ¼ 0; for t > 0

and

Table 1

The data for liquid volume fraction vs temperature for 10%

brine

Temperature (K) /l

252 0.0

252 0.432

252.92 0.444

253.73 0.457

254.41 0.465

255.22 0.48

255.97 0.494

256.45 0.508

257.32 0.52

258.0 0.538

258.95 0.56

259.63 0.585

260.51 0.616

261.71 0.673

262.69 0.727

263.42 0.769

264.22 0.82

265.08 0.891

265.94 0.961

266.33 1.0

Data taken from Van Vlack [25].

/l ¼

0 T 6 TI � DT ;
0:432 ðTþDT�TIÞ

DT TI � DT 6 T 6 TI;
aðjÞðT � TjÞ3 þ bðjÞðT � TjÞ2 þ cðjÞðT � TjÞ þ dðjÞ Tj 6 T 6 Tjþ1; j ¼ 1; . . . ;m� 1;
1 T P TF;

8>><
>>: ð4Þ
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oh
oz

þ Bih ¼ 0 at z ¼ 1; for t > 0 ð8Þ

with the dimensionless Biot number, Bi ¼ ðð2hLÞ=keffÞ.
The energy balance equation, Eq. (5), with the ap-

propriate boundary conditions are solved using the

Galerkin finite element method to get the temperature

profile within the slab. In the Galerkin finite element

method the unknown variable h is expanded in a basis

set fUg;

h 

XN
k¼1

hkðsÞUkðzÞ for 06 z6 1: ð9Þ

The residual equations for Eq. (5), obtained by setting

the global error orthogonal to the basis set [26] and

using the unconditionally stable finite-difference based

Crank–Nicholson method for the time derivative oH=os,
are

Ri ¼
Z 1

0

H hsþ1
� �

� H hsð Þ
Ds

Ui dzþ
1

2
F hsþ1;/sþ1

l

� �

þ F hs;/s

l

� ��
i ¼ 1; . . . ;N ; s is the time index;

ð10Þ

where the enthalpy from Eq. (2) is,

HðhsÞ ¼ ð1� /lÞ
qCs

q0C0

XN
k¼1

hs
kUk

 
� hR

!
þ /l

q
q0C0

� Cs hIð
"

� hRÞ þ
k
T0

þ Cl

XN
k¼1

hs
kUk

 
� hI

!#

ð11Þ
and

F ðhs;/s
l Þ ¼

XN
k¼1

/s
k

Z 1

0

�kkeffð/s
l Þ
dUi

dz
dUk

dz
dz

þ �kkeff ;1ð/s
l ÞBi1ð/

s
l Þh

s
l di1

þ �kkeff ;N ð/s
l ÞBiN ð/

s
l Þh

s
NdiN : ð12Þ

Although the enthalpy, HðhÞ, appears as a second un-

known in the residual equations, Eq. (10), to be solved

along with h, it can be evaluated at each time step from

Eq. (11). Hence the residual equations, Eq. (10), reduce

to a set of non-linear equations involving only h, which
are solved at each time step using a Newton–Raphson

procedure. The integrals in the residuals are evaluated

using 3 point Gaussian quadrature. At each time step

the linear (N � N) system solved for the temperatures

fhsþ1g is

J fhgn;sþ1
� �

fhgn;sþ1
h

� fhgnþ1;sþ1
i
¼ R fhgn;sþ1

� �
; ð13Þ

where n is the Newton iterate index, and Rðfhgn;sþ1Þ, is
the vector of the residuals. The convergence criterion for

the Newton iteration based on R is ð
PN

i¼1 R
2
i Þ

1=2
< 10�5.

J in Eq. (13) is the Jacobian matrix, whose elements are

obtained by taking the derivatives of the residual

equations, Eq. (10), with respect to the temperature

fhsþ1
j g,

Ji;j ¼
1

Ds

Z 1

0

oH hsþ1
� �
ohsþ1

j

UiUj dzþ
1

2

oF hsþ1;/sþ1
l

� �
ohsþ1

j

" #
:

ð14Þ

The solutions are obtained for both quadratic and linear

basis functions. At a particular time, the position of the

phase change front, CðsÞ, is calculated by first locating

the element which contains the melting point, TM. The
exact position of the phase change front, z ¼ CðsÞ, is
then determined by interpolating with the basis func-

tions using the finite element expansion,

TM ¼
XN
k¼1

TkUkðzÞ: ð15Þ

2.2. Modeling: microwave thawing

In this section, we have analyzed thawing of 1D slabs

and 2D cylinders in the presence of volumetric heat

sources due to microwave propagation within the sam-

ples. Microwaves are assumed to be incident normally

on the opposite faces of the slab as shown in Fig. 3a and

on an infinite cylinder as shown in Fig. 3b. The incident

microwave is a uniform plane wave, with the electric and

magnetic components varying in intensity only in the

direction of wave propagation (z axis). The enthalpy

formulation due to microwave heating, for a domain

consisting of solid, liquid and mushy regions is governed

by a single energy balance equation

oH
ot

¼ r 
 keffrT þ qðT Þ ð16Þ

with qðT Þ as the absorbed microwave power. The wave

propagation due to electric field, Ex, is governed by

[27,28]

r2Ex þ k2ð/lÞEx ¼ 0; ð17Þ

where Ex varies in the y–z plane only and k ¼
ðx=cÞðj0ð/lÞ þ ij00ð/lÞÞ

1=2
, the spatially varying propa-

gation constant, depends on j0ð/lÞ the relative dielectric
constant and j00ð/lÞ, the relative dielectric loss. Here

x ¼ 2pf , where f is the frequency of the electromagnetic

wave and c is the velocity of light. We assume that the

dielectric properties are temperature dependent only due

to their dependence on /l in the mushy region. Hence in

regions of pure liquid and solid the dielectric properties

are assumed to be independent of temperature. The di-

electric properties in the superficial mushy region follow

the mixture rules as discussed in our earlier work [3].
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The absorbed power per unit volume is

q ¼ 1
2
x�0j

00ExE�
x ; ð18Þ

where �0 is the free space permittivity and E�
x is the

complex conjugate of Ex. For a given flux of incident

radiation, I0, in free space, the incident electric field

intensity, E0, is given by,

E0 ¼

ffiffiffiffiffiffi
2I0
c�0

s
: ð19Þ

Using the dimensionless variables,

ux ¼
Ex

E0

and r� ¼ Dsr;

Eq. (17) reduces to

r�2ðuxÞ þ c2ð/lÞux ¼ 0; ð20Þ

where ux is the electric field intensity, cð/lÞ ¼ ððDsxÞ=
cÞðj0ð/lÞ þ ij00ð/lÞÞ

1=2
is the propagation constant and

Ds ¼ 2L for slabs, Ds ¼ R for 2D cylinders. Substituting

the complex field variable ux ¼ vx þ iwx into Eq. (20) and

equating the real and imaginary components, we get

r�2vx þ v1ð/lÞvx � v2ð/lÞwx ¼ 0 ð21Þ

and

r�2wx þ v2ð/lÞvx þ v1ð/lÞwx ¼ 0 ð22Þ

with v1ð/lÞ ¼ ððD2
sx

2Þ=c2Þj0ð/lÞ and v2ð/lÞ ¼ ððD2
sx

2Þ=
c2Þj00ð/lÞ.

For uniform plane waves incident on a sample some

of the radiation is scattered and the rest is absorbed. For

1D slab, boundary conditions [27] for the real and

imaginary components are,

dvx
dz

� 2xL
c

wx ¼
4xL
c

sin
xL
c

� �
dwx

dz
þ 2xL

c
vx ¼

4xL
c

cos
xL
c

� �
9>>=
>>; at z ¼ 0 ð23Þ

and

dvx
dz

þ 2xL
c

wx ¼ �ER

EL

4xL
c

sin
xL
c

� �
dwx

dz
� 2xL

c
vx ¼ �ER

EL

4xL
c

cos
xL
c

� �
9>>=
>>; at z ¼ 1:

ð24Þ

Radiation boundary conditions [28] used at the outer

surface of the cylinder are

n 
 r�vx ¼
X1
n¼0

ReðCnÞ cos n/ þ
X1
n¼0

ReðDnÞ

�
Z 2p

0

vxð1;/0Þ cos nð/ � /0Þd/0

�
X1
n¼0

ImðDnÞ
Z 2p

0

wxð1;/0Þ cos nð/ � /0Þd/0

ð25Þ
and

n 
 r�wx ¼
X1
n¼0

ImðCnÞ cos n/ þ
X1
n¼0

ImðDnÞ

�
Z 2p

0

vxð1;/0Þ cos nð/ � /0Þd/0

þ
X1
n¼0

ReðDnÞ
Z 2p

0

wxð1;/0Þ cos nð/ � /0Þd/0

ð26Þ
with the coefficients

Cn ¼
�ni

nxR
c

J 0
n

xR
c

� �"
� Jn

xR
c

� �
H ð1Þ0

n
xR
c

� �
H ð1Þ

n
xR
c

� �
#

ð27Þ

and

Dn ¼
xRdnH ð1Þ0

n
xR
c

� �
cpH ð1Þ

n
xR
c

� � ð28Þ

and

�n ¼
1; n ¼ 0;
2; otherwise;

�
and dn ¼

1=2; n ¼ 0;
1; otherwise:

�
ð29Þ

In Eqs. (27) and (28), Jn and H ð1Þ
n are the Bessel and

Hankel functions of the first kind respectively and prime

indicates the first derivatives.

Fig. 3. Schematic of (a) 1D slab and (b) 2D cylinder exposed to

plane electromagnetic waves.
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Dimensionless form of the energy balance equation

in presence of microwave, Eq. (16), is

oH
os

¼ r� �kkeffr�h
� �

þ QðhÞ; ð30Þ

where the expression for the microwave power term in

Eq. (30) is,

Qð/lðhÞÞ ¼
D2

sx�0j00ð/lÞE2
0

2k0T0
ðv2x þ w2

xÞ: ð31Þ

The initial condition used in the analysis is

hðs ¼ 0Þ ¼ T0 � T1

T0

; for � 16 y; z6 1: ð32Þ

In the analysis, Neumann convective boundary condi-

tion is used which can be expressed as

�n 
 �kkeffr�h ¼ Bih: ð33Þ

The coupled energy balance and the electric field equa-

tions with the appropriate boundary conditions are

solved using Galerkin finite element method in the

similar manner as discussed in Section 2.1.2. The details

of the solution procedure for microwave thawing in 1D

slabs and 2D cylinders are given in [3,29].

3. Numerical tests

3.1. Solidification of a semi-infinite slab

To evaluate the performance of the finite element

solution of the enthalpy method we have analyzed the

freezing of a semi-infinite slab of pure material with

melting point TM ¼ 273 K. We consider a 50 cm slab

with the solution computed within the first 5 cm. Our

simulations are carried out using the /l vs T in Eq. (3)

with a superficial phase change range of DT ¼ 0:1 K.

The slab is initially at a uniform temperature T0 ¼ 274

K. At time t ¼ 0 the surface of the slab at z ¼ 0 is

lowered to temperature T1 ¼ 272 K and maintained at

that temperature for the entire solidification process.

Using three node quadratic elements with DZ ¼ 0:1 cm

and a time step Dt ¼ 0:002 s, the front positions and the

temperature history at Z ¼ 0:4 cm are predicted and

compared with the analytical solutions [30] and the nu-

merical results from a finite volume method [4] used with

a step function representation for /l vs T. We have as-

sumed constant material properties, ks ¼ kl ¼ 4:2� 102

Wm�1 K�1, q ¼ 1000 kgm�3 and Cs ¼ Cl ¼ 4:2� 103

J kg�1 K�1, similar to those used by Voller [4]. Our direct

method requires only 3–4 Newton iterations in each time

step whereas a modified effective heat capacity method

typically requires 7–8 iterations [12].

Fig. 4 compares the predicted temperature history

and the front positions with analytical solutions and

previously reported finite volume based results [4] for

three different St numbers (St ¼ CsðTM � T1Þ=k), 0.1, 1
and 10 corresponding to the latent heat values of

k ¼ 4:2� 104 , 4:2� 103 and 4:2� 102 J kg�1 respec-

tively. At St ¼ 0:1, the front movement is relatively slow

(CðtÞ ðcmÞ ¼ 0:378
ffiffi
t

p
) due to the large ratio of latent

heat to sensible heat, allowing the element undergoing

phase change to remain at the melting point for a longer

time. During this time, nodes away from the freezing

region reach a pseudo steady state giving rise to steps in

the temperature as observed in the finite volume based

[4] results (Fig. 4a). The width of the steps have been

shown to be equal to the time taken for the element

undergoing phase change to freeze [5]. This situation is

characteristic of the problems associated with previous

finite difference solutions of the enthalpy formulation

[15,24]. At St ¼ 10, latent heat effects are small com-

pared to the sensible heat removing oscillations in the

temperature due to rapid front movement (CðtÞ ðcmÞ ¼
0:926

ffiffi
t

p
). However poor resolution of the front position

results in steps in the reported numerical results [4] for

the front positions at St ¼ 10. In contrast, our results are

free of oscillations in both temperature and front posi-

tions for all the cases considered here. We have also

tested our method with 50 linear elements (DZ ¼ 0:1
cm). The results (not shown here) indicate that at

St ¼ 10 and 1, both front positions and temperatures

agree well with the analytical solutions, but small os-

cillations are observed at St ¼ 0:1, which disappear on

increasing the number of elements.

The success of the enthalpy formulation hinges on

the accuracy of the computed enthalpy whose variation

across the phase change region increases with decreasing

St number (see insets in Fig. 7). In a finite element for-

mulation this entails computing integrals involving the

enthalpy over the element containing the phase change

front (Eq. (10)). Latent heat contributions will be ac-

curately captured if the domain of the superficial phase

change region is over a sufficient number of Gauss

points. This suggests that for a given discretization and

width of the superficial phase change range, the accuracy

of the computed enthalpy can also be improved by using

a higher order Gauss quadrature. These effects in rela-

tion to errors in the flux and front position for 0:016
St6 10 and different spatial discretizations are analyzed

in the next section.

3.2. Errors in flux and front positions

In order to study the performance of our solution

strategy we have computed solutions for the solidifica-

tion problem discussed above, at St numbers 10, 1, 0.1

and 0.01 and computed the errors associated with the

predicted front position and heat flux at the interface for

7 and 27 quadratic elements. Among the four St num-

bers, St ¼ 0:01 represents the most severe case with an
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enthalpy variation of about 420� 106 Jm�3 across the

superficial phase change region, in comparison to a

variation of 0:42� 106 Jm�3 at St ¼ 10. The enthalpy

was obtained using Eq. (2) with TR ¼ 272 K, ambient

temperature. Note that, the maximum variation in total

enthalpy, H, within the mushy region is qk. We define

the error in the heat flux at the phase change interface as

Eflux ¼
Janal � Jnum

Janal
; ð34Þ

where

Janal ¼ qk
dCðtÞ
dt

ð35Þ

is obtained from the analytical expression for, dCðtÞ=dt
[30] and Jnum is calculated by numerically evaluating the

velocity of the front using the computed values of the

front positions at two successive time steps;

Jnum ¼ qk
Cðt þ DtÞnum � CðtÞnum

Dt
: ð36Þ

The error in the front position is calculated as,

Efront ¼
CðtÞanal � CðtÞnum

CðtÞanal
: ð37Þ

At St ¼ 10, 1 and 0.1, the problems are solved with an

initial guess of uniform temperature, T0 and a superficial

phase change range of DT ¼ 0:1 K. In order to obtain a

good initial guess for the Newton–Raphson method

at St ¼ 0:01, we have used the temperature profile ob-

tained from the analytical solution at time t ¼ 0:001 s

as the initial guess, with DT ¼ 0:06 K. In all cases

0:00016Dt6 0:009 s is used as the first time step and

Dt ¼ 0:002 s is used for subsequent steps.

Fig. 5 illustrates the predicted front positions and

temperatures at Z ¼ 1 and 3 cm for St ¼ 10 and 0.01

with 7 (DZ ¼ 0:625 cm) and 27 (DZ ¼ 0:18 cm) qua-

dratic elements. The associated errors, Eflux and Efront,

are illustrated in Fig. 6. At St ¼ 10, both front positions

and temperatures are in very good agreement with the

analytical solutions. The corresponding errors, Eflux and

Fig. 4. Temperatures at Z ¼ 0:4 cm and front positions, for (a) and (b) St ¼ 0:1, (c) and (d) St ¼ 1:0 and (e) and (f) St ¼ 10, (––)

analytical solution, (�) finite volume based solution [4]. (�) Finite element solution with 50 quadratic elements. In all cases the width

of the superficial phase change region was DT ¼ 0:1 K.
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Fig. 5. Temperatures at Z ¼ 1 and 3 cm and front positions for (a) and (b) St ¼ 10, DT ¼ 0:1 K and (c) and (d) St ¼ 0:01, DT ¼ 0:06 K.

(––) Analytical solution, (�) finite element solution, 27 quadratic elements (DZ ¼ 0:18 cm), (�) finite element solution, 7 quadratic

elements (DZ ¼ 0:625 cm). The insets show the front positions during the initial stages.

Fig. 6. Errors Eflux and Efront with time for St ¼ 10 and 0.01 with 27 and 7 quadratic elements.
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Efront, are almost zero for the entire solidification pro-

cess, indicating that the enthalpy is being evaluated ac-

curately. At St ¼ 0:01, due to the larger variation in

enthalpy across the superficial phase change region (see

inset of Fig. 7), inaccuracies in the computed enthalpy

are greatly magnified. This results in greater errors both

in the flux and front positions (see inset in Fig. 5) with

an order of magnitude increase in the errors for

DZ ¼ 0:625 cm compared to DZ ¼ 0:18 cm, where the

temperatures and front positions are in reasonably good

agreement with the analytical solutions. Note that, the

definition of Eflux (Eq. (34)) involves numerically evalu-

ated velocities of finite element based front. The error in

velocities of front is greatly magnified due to error in

numerical front position (CðtÞ). Hence in some cases,

Eflux is around �130 whereas Efront is �0.3. However,

with a very few exceptions, Eflux and Efront are within

a tolerance limit.

For a given superficial freezing range, the accuracy of

the computed enthalpy will depend on the ratio of the

spatial width of the freezing range (DZF) to the distance

between two successive Gauss quadrature points (DZG)

in the element. A minimum value of DZF=DZG ¼ 1 will

allow the phase change region to span over at least 2

Gauss points ensuring a more accurate evaluation of the

enthalpy and energy balance at the interface. We have

calculated the width of the freezing range DZF from the

analytical solutions [30] by assuming that TF lies in the

liquid region and TI lies in the solid region. The ratio of

DZF=2DZG for same widths of the freezing interval as

used in the calculations for Figs. 5 and 6 are shown in

Fig. 7 along with the enthalpy variations across the su-

perficial phase change region. In all cases it is observed

that DZF is smallest during the initial stages of thawing

and is seen to increase with time (more rapidly for larger

St numbers). At a fixed discretization, this increase in

DZF is reflected in a decrease in the magnitude of the

errors in the flux and front positions as seen in Fig. 6c

and d.

At St ¼ 10 and DZ ¼ 0:18 cm, DZF=2DZG > 1 during

the entire time (Fig. 7a) reflecting the low errors at this

discretization, whereas for DZ ¼ 0:625 cm, the ratio is

below 1 (Fig. 7a) for the first 15 s leading to the higher

errors at the initial period of solidification. In contrast,

for St ¼ 0:01, DZF=2DZG < 1 for first 5–10 s with

DZ ¼ 0:18 cm and DZF=2DZG < 0:5 for first 15 s with

DZ ¼ 0:625 cm (Fig. 7b). The lower values of DZF=2DZG

and the sharp variations of the enthalpy (inset Fig. 7b)

across the superficial phase change region leads to

greater errors in the flux and front positions at St ¼ 0:01.

3.3. Effect of superficial mushy region

The assumption of a superficial phase change region

in our method, removes the steps in temperatures and

front positions, yielding oscillation free solutions which

are in excellent agreement with the analytical solutions

over the entire range of St numbers (Figs. 4 and 5).

Provided the width of the superficial phase change re-

gion is sufficiently small our method is able to eliminate

the problem of pseudo-steady states that lead to step

formation and compute the temperature of the real

system very accurately. We find that for 0:16 St6 10

the accuracy of the computed front positions and the

Fig. 7. Variation of DZF=2DZG ratio with time for St ¼ 10 and 0.01 with 27 and 7 quadratic elements. DZF, the spatial width of the

freezing range increases with time.
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temperatures are relatively insensitive for widths of the

superficial phase change region, 0:026DT 6 0:1. We

also find that greater thickness of mushy region,

0:16DT 6 0:5 may be used for higher values of T1

at z ¼ 0. However, we recommend that, optimally

DT ¼ 0:1 K may be used irrespective of T1. At St ¼ 0:01,
due to the sharp variation of the enthalpy across the

superficial phase change range compared to the other St

numbers the solutions are sensitive to the widths of the

superficial phase change region, 0:026DT 6 0:1. At

St ¼ 0:01, optimal results were obtained at DT ¼ 0:06
for 27 quadratic elements (Fig. 5c and d).

3.4. Effect of Gauss points

The accuracy of the computed enthalpy may be im-

proved by increasing DZF=DZG ratio via increasing the

number of Gauss integration points. To illustrate the

effect of increasing Gauss quadrature points on the so-

lution, we have analyzed the case for St ¼ 0:01 with a

coarse mesh of 10 elements (DZ ¼ 0:625 cm) for 3 and 7

Gauss integration points. Fig. 8 compares the predicted

temperatures at Z ¼ 1 and 3 cm and the front positions.

The errors, Eflux and Efront are shown for 7 Gauss points

in Fig. 8c and d, (errors with 3 Gauss points are shown

in Fig. 6). The large steps in the front positions and

temperatures are substantially reduced by increasing the

Gauss points from 3 to 7. This clearly illustrates the need

to accurately evaluate the enthalpy to preserve the en-

ergy balance in the system. Note that although the ac-

curacy of the computed enthalpy can be improved by

increasing the number of Gauss points, the accuracy of

the final solution is limited by the discretization error for

this coarse mesh.

4. Thawing of 1D finite slab

4.1. Thawing of ice and 10% brine slabs

We have applied our solution method to study the

thawing of finite slabs of ice and 10% brine with Di-

richlet boundary conditions. The Dirichlet boundary

conditions offer the most severe test to a numerical

scheme for phase change of pure materials, due to the

sharp gradient in temperatures during the initial stages

of thawing [7]. A uniform initial temperature of 260 K

for ice and 245 K for 10% brine is used. In all cases the

surface of the slab is held at 300 K, corresponding to

St ¼ 0:18 for ice. The material properties for ice and 10%

brine used are given in Table 2. We assume that the

latent heat of 10% brine is similar to that of ice. The

simulations are carried out for slab thicknesses varying

between 1 and 5 cm. A superficial mushy region of

Fig. 8. Effect of increasing Gauss quadrature points from 3 to 7 while computing the integrals in the residual for a coarse mesh of seven

elements. Compare the errors with those reported for 3 Gauss points in Fig. 6.
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DT ¼ 0:1 K was used for ice and brine. For each of the

cases, we have used 50 quadratic elements and the time

steps range between 0.001 and 0.1 s. A linear tempera-

ture profile within a thin layer at t ¼ 0 was assumed as

an initial guess for ice and brine. Fig. 9 illustrates the

thawing of a 1 cm slab of ice and Fig. 10 illustrates the

thawing for a 1 cm slab of 10% brine. The step-like

behavior of the liquid volume fraction and the sharp

transition in the temperature at the melting point indi-

cate that the method is able to accurately capture the

features for melting of a pure substance. For 10% brine

(Fig. 10) the slab consists of a mushy region for

0:46/l 6 1:0 and the method is able to efficiently handle

the discontinuity in the liquid volume fraction. We have

also analyzed the problem with heat loss from both ends

(Neumann boundary condition). It is observed that for

this case converged solutions are obtained for a large

time step of 10 s and the method works well for uniform

initial temperatures.

4.2. Thawing time vs slab thickness

The correlation between thawing time, tth, with the

slab thickness, 2L, for different materials are shown in

Fig. 11. The total thawing time of a slab subjected to

Dirichlet boundary conditions at both ends increases

Table 2

The material properties used for the analysis of phase change in a finite slab of water, tylose and 10% brine in the solid (s) and the

liquid (l) phases

Property waters waterl tyloses tylosel 10% brines 10%brinel

Heat capacity C (J kg�1 K�1) 2051 4226 2090 3520 2051 3360

Thermal conductivity k (Wm�1 K�1) 2.22 0.56 1.3 0.5 2.22 0.56

Density, q (kgm�3) 917 999 961 1057 – 1060

Latent heat, k (J kg�1) 3:34� 105 2:34� 105 3:34� 105

Fig. 9. Temperature and liquid volume fraction (/l) distributions for a 1 cm ice slab with both ends at 300 K (Dirichlet boundary

conditions). The sharp ice water interface is realistically captured with a superficial phase change region of width DT ¼ 0:1 K.

Fig. 10. Temperature and liquid volume fraction (/l) distributions for a 1 cm 10% brine slab with both ends at 300 K (Dirichlet

boundary conditions).
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monotonically with the sample thickness following a

power law relationship, tth / ð2LÞn. The exponent, n ¼ 2,

is a classical result for the Stefan problem for thawing of

a pure substance where melting occurs at a distinct

temperature. Our numerical results show that a power

law with n ¼ 2 behavior is also observed for materials

like 10% brine and tylose [3] which melt over a tem-

perature range.

5. Microwave thawing of 1D slab

The enthalpy formulation has been applied to study

microwave thawing in order to investigate the propa-

gation of thawing fronts which may appear/initiate at

any place within a sample. We have carried out simu-

lations for ice which offers the most severe case as

discussed in the earlier sections. A uniform initial tem-

perature, T0 ¼ 270 K with slab thicknesses 0.5 and 2 cm

are used for the simulation. In all cases an ambient

temperature, T1 ¼ 300 K and a heat transfer coefficient,

h ¼ 2 Wm�2 K�1 are used. The dielectric properties of

ice and water are obtained from Basak and Ayappa [3].

For each case, we have used 50 quadratic elements and

the time steps range between 0.005 and 0.05 s. A su-

perficial mushy region of DT ¼ 0:1 K is used. The results

for microwave heating in a single phase are compared

with Ayappa et al. [27] and the results were in excellent

agreement. During microwave thawing the definition of

Stefan number (St) may not be used. However, based on

a maximum temperature of 280 K during thawing, an

estimate of modified Stefan number, Stm ¼ 0:14, may be

obtained. At the initial stages of thawing, Stm is very low

and it is greater in later stages of thawing. For all stages

of thawing, our direct method is seen to efficiently cap-

ture the thawing fronts.

Fig. 12 illustrates the power, temperature and liquid

volume fraction profiles at various times for the 0.5 cm

slab, exposed to microwaves of intensity 3 Wcm�2 from

both sides. At the initial stages of thawing, due to

Fig. 11. Power law relationship between thawing time and slab

thickness for ice, tylose and 10% brine.

Fig. 12. Power, temperature and liquid volume fraction profiles during microwave thawing of a 0.5 cm ice slab exposed to microwaves.

f ¼ 2450 MHz, IOL � IOR ¼ 3 Wcm�2.
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constructive interference by the standing waves, a peak

in absorbed power is observed at the center. Conse-

quently, at 2.5 min, liquid starts forming at the center

resulting in a sharp phase change front at the center. At

the later stage of thawing, the phase change front ex-

pands from the center towards the faces of the slab.

Results for thawing of 2 cm slab are shown in Fig. 13. At

the initial stages, although maxima in absorbed power is

observed at the center, maxima is shifted at the outer

faces of the slab during the later stages. Consequently,

multiple liquid regions are formed at the center and

outer faces. In all the cases, our method is able to

capture the step like behavior in the liquid volume

fraction at the melting point. The enthalpy formula-

tion requires no additional conditions at the phase

change front and is particularly suited to capture mul-

tiple phase change fronts in the presence of volumetric

heat sources.

6. Microwave thawing of 2D cylinder

In this section, the method is applied to study mi-

crowave thawing in 2D cylinders. We have used 10� 10

bi-quadratic elements in the upper-half of r–h domain

[29] with a time step ranges between 0.02 and 0.05 s. We

have tested the enthalpy formulation in the absence of

microwaves for 2D cylinders, with a superficial mushy

region of DT ¼ 0:1 K and boundary conditions T ¼ 283

K [29]. Microwave heating in a single phase is validated

with Ayappa et al. [28]. In all these cases, the test results

were in good agreement.

We have carried out simulation studies for ice cyl-

inders with a uniform initial temperature, T0 ¼ 265 K. In

all cases an ambient temperature, T1 ¼ 300 K and a

heat transfer coefficient, h ¼ 2 Wm�2 K�1 are used. Fig.

14 illustrates the power, temperature and liquid volume

fraction contours at various times for 0.5 cm cylinder

exposed to microwaves of intensity 1 Wcm�2. At the

initial stages, due to constructive interference produced

by the standing waves set up in the cylinder, a peak in

power absorption occurs near the side not exposed to

microwaves. Consequently, liquid (indicated by shaded

region) starts forming at the unexposed side and the

liquid region is preceded by a superficial mushy region/

solid region. The sample temperature at the unexposed

side is 330 K, whereas the temperature at the exposed

side is 273 K when the sample is almost thawed. Results

for thawing of a 2 cm radius cylinder are shown in Fig.

15. At 10 and 25 min, it is observed that thawing occurs

simultaneously at various places within the cylinder.

Due to power peaks in the exposed, center and unex-

posed sides, multiple thawing fronts are observed. These

situations illustrate the ability of the method to capture

the presence of multiple fronts with complex shapes that

may arise during thawing.

Fig. 13. Power, temperature and liquid volume fraction profiles during microwave thawing of a 2 cm ice slab exposed to microwaves.

f ¼ 2450 MHz, IOL � IOR ¼ 3 Wcm�2.
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Fig. 14. Power, temperature and liquid volume fraction profiles during microwave thawing of a 0.5 cm ice cylinder exposed to mi-

crowaves. The shaded region represents the liquid. f ¼ 2450 MHz, I0 ¼ 1 Wcm�2.

Fig. 15. Power, temperature and liquid volume fraction profiles during microwave thawing of a 2 cm ice cylinder exposed to mi-

crowaves. The shaded region represents the liquid. f ¼ 2450 MHz, I0 ¼ 1 Wcm�2.
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7. Conclusion

Using Galerkin finite element method we have solved

the 1D phase change problems for both pure and mul-

ticomponent substances using the enthalpy method. The

single energy balance equation, consisting of both

enthalpy and temperature, is solved for the entire do-

main and the state of the material is determined from the

equilibrium /l vs T relationships. For materials like ice

and 10% brine which have discontinuities in the /lðT Þ
curves, a superficial phase change region is assumed

around the point of discontinuity.

Various numerical tests were carried out to establish

the optimal numerical strategy for 0:016 St6 10. The

solutions obtained for a pure material with a superfi-

cial phase change region are free of oscillations for

0:016 St6 10 and temperatures and front positions are

in excellent agreement with analytical solutions. The

accuracy in temperature and front positions are insen-

sitive for widths of superficial phase change region with

the exception of St ¼ 0:01 where optimal results were

obtained at DT ¼ 0:06 for 27 quadratic elements. Our

study indicates that the enthalpy can be computed ac-

curately if the superficial freezing range spans at least 3

Gauss quadrature points while using quadratic elements.

For the same reasons an increase in the number of

Gauss points at a fixed discretization also improves the

accuracy of the computed solution. In perspective, the

accuracy of numerical solutions of the phase change

problems depends on mesh size, number of Gauss

quadrature points and width of the superficial mushy

region. Note that, the problem of missing the phase

change interface is most severe in a 1D situation.

We feel that our method is general, and can conve-

niently be used for materials with more complex phase

diagrams that result in /l vs T curves with more than

one point of discontinuity. With the introduction of the

superficial phase change region, the method does not

require keeping track of the phase change region. This is

particularly advantageous while solving problems in

higher dimensions and melting with internal heat gen-

eration where interface locations and shapes are not

known a priori. In contrast to previous methods pro-

posed in the literature, the enthalpy formulation pro-

posed here is based on fixed mesh and is easy to

implement. We have applied the method for melting of

finite slabs of ice and 10% brine. In all cases the sharp

interface corresponding to a pure material is accurately

captured. Total thawing time for finite slabs are seen to

scale as ð2LÞ2. The microwave thawing examples in 1-

and 2D illustrate that the method efficiently captures

multiple thawing fronts without any significant refor-

mulation of the procedure. Since the basic problem

implementation does not depend on the geometry con-

sidered, extension to multidimensional cases is relatively

straightforward. We have recently applied the enthalpy

formulation to investigate the microwave thawing of 2D

cylinders in the presence of internal convective effects

[31].
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